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Lecture 11:

o Random Variables (review)

o Probability Distributions of Random Variables  

o Bernoulli

o Binomial

o Geometric

o Negative Binomial (Pascal)

o Hypergeometric

o [We will delay the Poisson]



Discrete RandomVariables: Probability Mass Function

The probability function of a discrete random variable X is a function

fX =    Probability Mass Function (PMF) 

which assigns a probability to each real number in the range of X and 
follows the normal rules for a probability space: 



Discrete RandomVariables: Probability Distributions

We will emphasize the distributions of random variables, using graphical 
representations to help our intuitions. 

Example:

Y = “The number of tosses of a fair coin 
until a head appears”



Discrete RandomVariables

Notation:



Functions of Discrete RandomVariables
Why did I say you have to be careful?     Two main reasons...  

One, the function of a random variable may combine outcomes...

Example:      Let  Y’ = X – 3 and let  Y = | X - 3 | 



Functions of Discrete RandomVariables
Two, you have to be careful when a random variable is used more than once, 
since each occurrence refers to a potentially different random outcome!

Let Y = 2 * X  (twice the dots showing on a thrown die)

Let Y = X + X   (sum of the dots showing on two thrown dice)



Standard Distributions

We will look at the following discrete distributions:

Discrete Distributions

o Bernoulli

o Binomial (Iterated version of Bernoulli)

o Geometric

o Negative Binomial (Pascal)  (Iterated version of Geometric)

o Hypergeometric (in your textbook, but we won’t cover it)

o Poisson (We’ll do this one separately in about a week). 

These are summarized, with useful code for displaying the PMF and CDF in the 
notebook Distributions.ipynb on the class web site.  Wikipedia has very good pages on 
all these distributions. 

We will study these by considering the canonical problems which they describe….



Special Distributions

Any random variable X has a Probability Distribution which can be characterized by

o RX -- The range of the random variable

o fX -- The Probability Mass Function (PMF)

o FX -- The CDF 

o E(X)     -- Expected value

o Var(X), 𝜎X -- Variance,  Standard Deviation

In addition, we are interested in

o The canonical experiment which defines it

o Formulae for calculating fX and FX, if such exist (hopefully efficient!)

o Algorithms for generating random variates from the distribution

o Any special properties of the distribution (e.g., the “memoryless property”)

o Applications (random experiments which follow that distribution)

Next week...



Bernoulli Distribution 

Suppose you have a coin where the probability of a heads is p and
we define the random variable

X = “the number of heads showing on one flipped coin”

Then we say that X is distributed according to the 
Bernoulli Distribution with parameter p, and write this as:

where

e = 

Among other 
accomplishments, 
Bernoulli discovered the 
number e (but Euler got 
the credit for “Euler’s 
Number”).  



Bernoulli Distribution 

Each “poke” of such a random variable is called a 
Bernoulli Trial, and the outcomes are often labelled as

1  = Success                   0  = Failure

Bernoulli Trials, and Bernoulli random variables, describe 
simple random experiments where there are two possible 
outcomes, and the probability of the outcomes is fixed by 
p and (1-p); the notion of “success” and “failure” is just a 
convenience and does not always correspond to the 
desirability of the outcome:

o Will I pass this course or not?

o Am I pregnant or not?

o Do I have cancer or not?



Binomial Distribution 

The Binomial Distribution occurs when you count the number of successes in N 
independent and identically distributed Bernoulli Trials (i.e., p is the same each time).

Formally, if  Y ~ Bernoulli(p), and

X = “The number of successes in N trials of Y”  =   Y + Y + ... + Y

then we say that X is distributed according to the Binomial Distribution with 
parameters N and p, and write this as:

Where

Note: k successes and N-k failures SSS...FFFF...

has probability pk (1-p)N-k    and there are such sequences.

N times



Binomial Distribution 

For the visual display of this distribution, we will look briefly at the Distributions 
notebook to get a sense for this.....

The motivation for this distribution comes from the fact that many complex phenomena 
are composed of the additive effect of many small binary choices or events (Bernoulli 
Trials!); a vivid illustration of this can be seen in the Galton Board or Quicunx:

https://www.mathsisfun.com/data/quincunx.html

https://www.youtube.com/watch?v=J7AGOptcR1E

https://www.mathsisfun.com/data/quincunx.html
https://www.youtube.com/watch?v=J7AGOptcR1E


Binomial Distribution 
Example:  
Suppose you have not studied for a True/False test and you randomly guess at each 
problem, and your probability of getting any particular problem correct is 50%; if there 
are 30 questions on the test and passing is a 60, what is your probability of passing?



Binomial Distribution 

Phenomena explained by the binomial are widespread throughout ordinary life, 
biology, engineering, and business:
o You go through 10 traffic lights; what is the probability that you stop at 4 of them?
o The probability of any individual in this class having a tattoo is 0.2; what is the 

probability that at least 40 people have a tattoo?
o Suppose 5% of tax returns are submitted with fraudulent data and the IRS examines 

1% of returns; what is the probability that they will detect 3% of all fraudulent 
returns?

o There are about 700 gene variants which have been observed to have some influence 
on height; what is the probability that at least ¾'s of these genes will be dominant 
and have an influence on a person's height?



Binomial Distribution 
The binomial distribution is of widespread applicability, but it has a disadvantage:
the only way to  compute probabilities is to use the formula

and this can involve some very large numbers.... for example:

For comparison, 
there are about 
1087 atoms in the 
universe....



Geometric Distribution 

The Geometric Distribution occurs when you count the number of independent and 
identically distributed Bernoulli trials until the first success. 

Formally, if  Y ~ Bernoulli(p), and

X = “The number of trials of Y until the first success”

then we say that X is distributed according to the 
Geometric Distribution with parameter p, and write 
this as:

where

For k, we have k-1 failures and 1 success (FFF... FS), which has probability (1-p)k-1 p .



Geometric Distribution 

Example

An absent-minded professor has 6 keys on his key ring and does not always remember 
which of his keys opens his office door. He chooses keys randomly and with 
replacement to try to open his door. 

What is the probability that he opens it on the 3rd try?



Geometric Distribution 

Example

An absent-minded professor has 6 keys on his key ring and does not always remember 
which of his keys opens his office door. He chooses keys randomly and with 
replacement to try to open his door. 

What is the probability that he opens it on the 3rd try?

Solution. This is G(1/6).   

P(X=3) = (5/6)2 (1/6) = 0.1157



Geometric Distribution 

But how do we know this is even a distribution?  The only question is: Does fX sum to 
1.0?

Yes, no worries....   Suppose 𝛼 is the sum of fX. Then:

Subtracting 𝛼 from both sides we have: 



Geometric Distribution 

Fortunately, the PMF
is easy to compute, and there
is are convenient formulae for
inequalities:



Geometric Distribution
Example

From an ordinary deck of 52 cards we draw cards at random and with replacement, and 
successively until an ace is drawn. What is the probability that at least 10 draws are 
needed?



Geometric Distribution
Example

From an ordinary deck of 52 cards we draw cards at random and with replacement, and 
successively until an ace is drawn. What is the probability that at least 10 draws are 
needed?

Solution:  The probability of an ace is 4/52 = 1/13.  Thus:



Negative Binomial (Pascal) Distribution 

The Negative Binomial is simply an “iterated” version of the Geometric. 

Formally, if  Y ~ Bernoulli( p ) and 

X = “The number of trials of Y until m successes occur”

= Y + …  + Y

then we say that X is distributed according to the  Pascal Distribution with parameters 
m and p, and write: 

where

m times



Pascal Distribution
Example

Suppose you are throwing darts at a target for practice, and you decide that you will 
keep throwing until you hit the bull’s eye 5 times. Suppose your probability of hitting 
the bullseye is 10%.  What is the probability it takes exactly 10 throws?

Solution:



Pascal Distribution: Digression



Cumulative Distribution Functions
One more topic before the lab tomorrow!

The Cumulative Distribution Function (CDF) for a random variable X shows what 
happens when we keep track of the sum of the probability distribution from left to 
right over its range:

Example:       X = “The number of dots shown on a thrown die”

Probability Distribution Function PX Cumulative Distribution Function FX


